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Abstract:  
Given a high-order large-scale tensor, how can we decompose it into latent factors? Can we 
process it on commodity computers with limited memory? These questions are closely 
related to recommender systems, which have modeled rating data not as a matrix but as a 
tensor to utilize contextual information such as time and location. This increase in the order 
requires tensor factorization methods scalable with both the order and size of a tensor. In 
this paper, we propose two distributed tensor factorization methods, CDTF and SALS. Both 
methods are scalable with all aspects of data and show a trade-off between convergence 
speed and memory requirements. CDTF, based on coordinate descent, updates one 
parameter at a time, while SALS generalizes on the number of parameters updated at a time. 
In our experiments, only our methods factorized a 5-order tensor with 1 billion observable 
elements, 10M mode length, and 1K rank, while all other state-of-the-art methods failed. 
Moreover, our methods required several orders of magnitude less memory than our 
competitors. We implemented our methods on MAPREDUCE with two widely-applicable 
optimization techniques: local disk caching and greedy row assignment. They speeded up 
our methods up to 98.2x and also the competitors up to 5.9x. 

Introduction:   
The recommendation problem can be viewed as completing a partially observable user-item 
matrix whose entries are ratings. Matrix factorization (MF), which decomposes the input 
matrix into a user factor matrix and an item factor matrix so that their multiplication 
approximates the input matrix, is one of the most widely used methods. On the other hand, 
there have been attempts to improve the accuracy of recommendation by using additional 
information such as time and location. A straightforward way to utilize such extra factors is 
to model rating data as a partially observable tensor where additional dimensions 
correspond to the extra factors. As in the matrix case, tensor factorization (TF), which 
decomposes the input tensor into multiple factor matrices and a core tensor, has been used. 
As the dimension of web-scale recommendation problems increases, a necessity for TF 
algorithms scalable with the dimension as well as the size of data has arisen.  

The goal of the whole project is to investigate feature and data parallel stochastic coordinate 
descent method for matrix and tensor factorization, which has three advantages: 1) fully 
distributed, and can solve matrix and tensor factorization problems quickly using peta-scale 
data, 2) has theoretical converges guarantee, and 3) makes impact to broad applications, 
including recommendation and trend analysis, since any matrix or tensor data can be 
handled. 
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Experiment:   
The experiments are performed to answer the following questions. 
- What is the data scalability of the proposed method?  
- What is the machine scalability of the proposed method? 
- How fast does the proposed method converge? 

We compare our proposed methods CDTF and SALS, with competitors including PSGD, ALS, 
and FlexiFact. The experiments are run on a 40-node Hadoop cluster. Each node has an 
Intel Xeon E5620 2.4GHz CPU. The maximum heap memory size per reducer is set to 8GB. 
We use both the real-world tensors and the synthetic tensors. All the methods are 
implemented using Java with Hadoop 1.0.3. 
We use both real-world and synthetic datasets which are listed in Tables 1 and 2. 

Table 1: Scale of Synthetic Datasets. N: dimension, I: length of a mode, |Ω|: # of nonzeros, 
K: rank. 

Table 2: Scale of real world datasets. N: dimension, I1~I4: length of a mode, |Ω|: # of 
nonzeros in training data, |Ω|test: # of nonzeros in test data, K: rank, λ: regularization 
parameter, η0: initial running rate. 

Results and Discussion: 

1) Results and Discussion

- Data Scalability 
We measure the scalability of CDTF, SALS, and the competitors with regard to the dimension, 
number of observations, mode length, and rank of an input tensor. When measuring the 
scalability with regard to a factor, the factor is scaled up from S1 to S4 while all other factors 
are fixed at S2 as summarized in Table 1. As seen in Figure 1(a), FLEXIFACT does not scale 
with dimension because of its communication cost, which increases exponentially with 
dimension. ALS and PSGD are not scalable with mode length and rank due to their high 
memory requirements as Figures 1(c) and 1(d) show. They require up to 11.2GB, which is 
48× of 234MB that CDTF requires and 10× of 1,147MB that SALS requires. Moreover, the 
running time of ALS increases rapidly with rank owing to its cubically increasing 
computational cost. Only SALS and CDTF are scalable with all the factors. Their running 
times increase linearly with all the factors except dimension, with which they increase 
slightly faster due to the quadratically increasing computational cost. 
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Figure1. Data scalability. 

- Machine Scalability 
We measure the speed-ups (T5/TM where TM is the running time with M reducers) of the 
methods on the S2 scale dataset by increasing the number of reducers. The result is shown 
in Figure 2. The speed-ups of CDTF, SALS, and ALS increase linearly at the beginning and 
then flatten out slowly owing to their fixed communication cost which does not depend on 
the number of reducers. The speed-up of PSGD flattens out fast, and PSGD even slightly 
slows down in 40 reducers because of increased overhead. FLEXIFACT slows down as the 
number of reducers increases because of its rapidly increasing communication cost. 

Figure 2. Machine scalability. 

- Convergence  
We compare how quickly and accurately each method factorizes real-world tensors using the 
following models.  

 PARAFAC model (Figure 3).
 Bias model (Figure 4).
 L2 regularization model (Figure 5).
 L2 regularization with non-negativity model (Figure 6).
 L1 regularization (Figure 7).
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 Coupled tensor factorization (Figure 8). 
 
Accuracies are calculated at each iteration by root mean square error (RMSE) on a held-out 
test set, which is a measure commonly used by recommendation systems. SALS and ALS are 
not shown in Figures 6 and 7 since they are not applicable to non-negativity constraint and 
L1 regularization.  
 
For PARAFAC, bias, L2 regularization, and coupled tensor factorization models, SALS is 
comparable with ALS, which converges the fastest to the best solution, and CDTF follows 
them. PSGD converges the slowest to the worst solution due to the non-identifiability of the 
optimization problem. 
 
For non-negativity constraint and L1 regularization models, CDTF shows the best 
performance in terms of error and running time.  
 

 
Figure 3. Convergence results of the PARAFAC model. 

 

 
Figure 4. Convergence results of the bias model. 

 

 
Figure 5. Convergence results of the L2 regularization model. 
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Figure 6. Convergence results of the L2 regularization with non-negativity model. 

 

 
Figure 7. Convergence results of the L1 regularization model. 

 

 
Figure 8. Convergence results of the coupled tensor factorization model. 

 
 
- Discussion 
The most famous algorithm for tensor factorization is the ALS (alternating least square). We 
showed that the proposed CDTF and SALS method provides better scalability, running time, 
and accuracy than ALS and other previous methods. CDTF and SALS can be used for very 
large scale tensor factorization where running time and scalability are of crucial importance. 
Future works include applying other optimization methods, including second-order methods, 
for scalable and distributed tensor factorization. 
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